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Abstract

Wireless systems that form a body-area network must
be made small and low power without sacrificing per-
formance. To achieve high-throughput communication in
low-cost wireless body area networks, we propose a low-
complexity, “pulling” MAC protocol. Such a network ar-
chitecture consists of low-complexity nodes and moderate-
complexity base stations, which act as clients to pull data
from the nodes that act as thin servers. This organization
achieves intra-network collision-free multiple access as in
TDMA but without expensive time synchronization. It also
achieves high utilization of air bandwidth and adaptivity
of CSMA protocols but without collision or complexity on
the node side. Experimental results show that our pulling
protocol achieves better good channel utilization of up to
52.8% and high data throughput of up to 432Kbps. We
also tested our MAC protocol on a wireless ECG system.
Our MAC protocol can transmit ten simultaneous streams
of data at 200 samples per second each from ten sensing
devices.

1 Introduction

Body area networks have emerged as a distinct class
of systems. Representative applications include personal
health monitoring and human motion tracking [1,3,4,9,10].
Fig. 1 shows an example of a typical body area network.
Unlike wireless sensor networks (WSNs) in general, body
area networks have more specific requirements. First, the
system should be small and lightweight to be wearable [9].
Second, these applications tend to demand much higher
data throughput than traditional wireless sensor applica-
tions [5], and they tend to use single-hop star topology over
a short distance rather than arbitrary mesh networks with re-
laying and routing. For example, electrocardiograms (EKG

or ECG) for health monitoring can be sampled at 1000Hz
per channel [3, 9]. Triaxial accelerometers for human mo-
tion tracking can be sampled at 1000 times per second per
axis [4]. These requirements translate into a raw data band-
width of 40K to 400K bits per second, even after compres-
sion.

We propose an architecture for high performance wire-
less body area networks based on the concept of pulling
protocols. Unlike traditional WSNs that assume data push-
ing, our sensor nodes act asthin servers, and our base sta-
tions pull data from these thin servers on behalf of the host
computer, which acts as afat-client [16] . A base station
may pull autonomously or may be transparent to the host by
passing commands and data through. Depending on com-
mands, sensor nodes can send multiple replies for a single
command.

The contributions of this paper include both the protocol
and the architecture that it enables. The protocol has the
property of intra-network collision-freedom without requir-
ing complex time synchronization or maintaining global
time. The base station can also adapt its pulling schedule
and even frequency hopping based on its global knowledge,
without additional coordination from the distributed sensor
nodes. Most importantly, all of these features can be im-
plemented without modification to the firmware on the sen-
sor node, all by changing the behavior on the base station
side. This particular partitioning scheme enables us to keep
the complexity of these body area networks very low while
at the same time achieving higher performance than exist-
ing schemes. By our experiment, the channel utilization
reaches 52.8% and the data throughput for the packet pay-
load reaches 432 Kbps.

The paper is organized as follows. Section 3 describes
the fat-client, thin-server architecture we propose. Section
3.1.2 describes how the base station reads sensor data, and
Section 4 presents experimental results.
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Figure 1. The topology of wireless body sen-
sor networks

2 Related work

Many MAC protocols for wireless sensor networks have
been proposed. Contention-based protocols are compact
and adaptive to environmental changes. However, it has
been known that contention-based protocols are not suitable
for dense networks because of their low channel utilization
and data throughput. [14]. It is also difficult to predict the
performance. TDMA-based protocols show good channel
utilization and consistent data throughput in a dense net-
work. However, they need slot scheduling, and they are not
adaptive to environmental changes. Thus, pure contention-
based and TDMA-based MAC protocols may not be a good
solution for wireless body area networks.

To take advantages of both, many hybrid protocols have
been proposed [2, 13, 17, 18]. At the same time, they also
inherit disadvantages from both styles. Time synchroniza-
tion overhead is one of them. Most protocols can work with
local time synchronization, which incurs less overhead but
does completely eliminate it. Moreover, fusing two differ-
ent approaches may increase the code size and the execution
overhead of the sensor node. These features may not work
for some resource-constrained sensor node platforms.

3 Architecture Overview

The proposed architecture for body area networks con-
sists of a set of base stations and a set of nodes, organized
in a “fat-client, thin-server” style. A fat client includes a
base station, which can be a local data aggregator in the
form of a waist pack or a stationary one as part of the infras-
tructure. A base station is less physically size-constrained
and thus can contain a larger battery or an AC adapter, a
more powerful processor, and more memory. A thin client
is in the form of a node, which can include sensors, ac-
tuators, and storage. The complexity of the node should
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Figure 2. Base station architecture

be kept as low as possible for wearability, but at the same
time wireless performance and adaptivity should not be sac-
rificed. A protocol that meets all of these requirements is
data pulling, as opposed to data pushing in traditional ap-
proaches. By pulling, the base station serves the purpose of
arbitration by eliminating intra-network packet collisions.
Also, pulling can implement reliable communication with
the same amount of traffic as ACK-based protocols, simply
by re-pulling a lost packet. This section describes the dis-
tribution of responsibilities between the client and server in
this architecture.

3.1 Base Station as a Client

In the proposed architecture, communications are all ini-
tiated by the base station as a client. Fig. 2 shows our base
station architecture. Each base station can manage multiple
servers as a group, and its responsibilities include

� Configuration

� Data Collection

� Management

Note that these responsibilities can be implemented by the
list of commands shown in Table 1. These mechanisms can
be used to implement a variety of policies dynamically, in-
cluding RF channel arbitration, packet loss and remedies,
and duty cycle management.

3.1.1 Configuration

To support in-field configuration of sensor nodes, the host
typically pushes configuration commands with parameters
to the nodes. This type of communication pattern actually
matches well with our pulling protocol, since the host ini-
tiates the communication also, and the node replies with a
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Table 1. Commands from the base station to
sensor nodes

Commands Type Parameters

get Configuration dest, address

set Configuration dest, address, value

xmit Data Collection dest, count, period, offset

sleep Management dest, time

ping Management dest

reset Management dest

status code instead of data. Two types of messages are sup-
ported:

1. get(dest, address) is for the base station to
read a parameter at address on the designated sensor
node with ID dest.

2. set(dest, address, value) is to assign a
value to the parameter address on the sensor node dest.

The base station and the nodes have a table in which an ad-
dress is associated with its data size. If sensor nodes receive
a get or set command from the base station, they extract
address and look up the table to get the data size at the ad-
dress. Forget , they return the value at the adress back to
the base station. Forset , they update value at the address.
These primitives can be used to configure RF transmission
power, channel number, sampling rate, etc. Runtime recon-
figuration may be done as a way to avoid interference or to
compensate for low RF power. The meaning of the address
and value may be user-defined.

3.1.2 Data Collection

Data is pulled by the client side by issuing the com-
mand xmit(dest, count, period, offset) to
the node. As before, dest is the node ID and count is the
number of packets requested. Sensor data collection can
be easily implemented by calling thexmit function, which
takes four parameters as shown in Table 1. By changing
period, the third parameter, sensor nodes can send data in
two different modes: burst and periodic modes. In the pe-
riodic mode, the base station has the sensor node send data
periodically. The period is defined in period as follows.

xmit(dest, count, period, offset)

This call causes the sensor node to transmit sensor data ev-
ery period time units. Burst mode means the sensor node
transmits data continuously. This can be done by setting
period to0 as follows.
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Figure 3. State diagram for processing re-
quests on the server.

xmit(dest, count, 0, offset)

That is, after the sensor node completes transmitting one
packet, it transmits the next packet right away. The count
parameter should be a positive number. The node transmits
one packet per period for count consecutive periods, and
then waits for the next command from the base station. In
case count=1, the period parameter is ignored, as it starts
waiting for the next command immediately. The maximum
count can be decided by time synchronization period.

3.1.3 Management

Several commands can be issued by the client for control
purposes: ping(dest) , sleep(dest, time) , and
reset(dest) commands, to name a few. As commonly
named, ping command is for a client to ask if a server with
ID dest is reachable. The sleep command instructs the node
to sleep fortimemilliseconds. Other control commands are
for a node to reload its initial configuration, reboot, and load
a new firmware.

3.2 Thin Server

The sensor nodes have minimal functions to manage re-
sources and handle requests from the base station. They
have a small execution engine to parse commands and min-
imal functions to execute the commands, which fit for the
limited MCU capability and the small size memory. The en-
gine processes requests from the base station and combines
the functions to handle the requests.

The engine implements a state machine as shown in Fig.
3. Initially, the sensor node is inwait state and waits for
packets from the base station. If the sensor node receives
a packet, it moves todecode state. Indecode state, if
the packet is correct, then it extracts the command and its
parameters from the packet and moves toreply state. Other-
wise (the packet is not correct), it sends an error message to
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the base station and moves back towait state. Inreply state,
it invokes the functions corresponding to the command with
the parameters, sends the execution result to the base sta-
tion, and moves towait state.

4 Evaluations

4.1 Experimental Setup

Figure 4. Lab setup for the performance eval-
uation

For the performance evaluation, we configure one
MSP430F1611 evaluation board [8, 15] with a Nordic
nRF24L01 RF transceiver [7] as the base station and
three Eco nodes [11] as sensor nodes. Eco uses a
Nordic nRF24E1 MCU [6], which contains an 8051-
compatible core and a Nordic nRF2401 transceiver. Both
the nRF24L01 and nRF2401 transceivers use the 2.4 –
2.527 GHz ISM band. The base station and Eco nodes
transmit packets at 1 Mbps. On the base station, the MCU
communicates with the transceiver over SPI off-chip at 4
MHz. On Eco nodes, the MCU core communicates with
the transceiver over the internal SPI at 2 MHz.

The RF packet format is shown in Fig. 5. The packet
size is configurable from 8 to 256 bits except for the pream-

nRF2401 packet

addr
Pre-

amble
payload CRC

1 to 51 0 to (32 - |addr| - |CRC|) 0 to 2

Maximum 33 bytes

Figure 5. Nordic RF packet format for
ShockBurstTM mode

Figure 6. An oscilloscope screen-shot for
base station’s sequential access to three Eco
nodes

ble. The preamble is an 8-bit sequence, which is fixed
in the transceiver hardware. The address field is config-
urable and the length is 8 to 40 bits. The packet checksum
can be optionally enabled with either 8-bit or 16-bit CRC.
Upon packet arrival, the hardware recognizes the preamble,
matches the address, and performs the CRC check. If ev-
erything checks successfully, then the hardware extracts the
payload to be transferred to the MCU. The maximum pay-
load length is(256 - Addrlength - CRClength) bits. In
our experience, 3-byte address and 16-bit CRC yield the
most robust results. For the experiment, we configure the
transceiver for 33 bytes of packet size, which is divided into
1-byte preamble, 3-byte address, 27-byte payload, and 2-
byte CRC.

4.2 Channel Utilization and Data
Throughput

We measure the channel utilization under three different
cases.

4.2.1 Sequential Transmission

The first case is that the base station sends xmit(1,1,0,0),
xmit(2,1,0,0) and xmit(3,1,0,0) sequentially upon receiv-
ing the corresponding reply packets fromEco1, Eco2 and
Eco3. The base station repeats the above transmissions in
order to measure the maximum throughput. Fig. 6 shows
the transaction times measured with an oscilloscope. Chan-
nel 1 shows the interrupt signals from the RF transceiver.
Narrow valleys indicate theTx-doneinterrupts, while wide
valleys indicate theRx-readyinterrupts. Channels 2, 3, and
4 are signals from the three Eco nodes. During a pulse pe-
riod, an Eco reads the values from the triaxial accelerom-
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Figure 7. An oscilloscope screen-shot for pe-
riodic packet transmission from three Eco
nodes to the base station

eter, packetizes and transmits the data to the base station.
It takes 3.44 ms for an Eco to finish one transaction, and it
takes 10.32 ms for all three Ecos to finish the transactions.
The sampling frequency is 96.9 Hz. The data throughput for
27-byte payload is 62.8 Kbps, and the channel utilization is
15.3%.

4.2.2 Interleaved Transmission

The second case is that these Eco nodes periodically trans-
mit multiple packets for a single command from the base
station. Transmissions are interleaved as shown in Fig. 7.
The base station sends xmit(1,10,1.5ms,4ms) toEco1. Af-
ter 2 ms, it sends xmit(2,10,1.5ms,3ms) toEco2. After 2
ms, it sends xmit(3, 10, 1.5ms, 2ms) toEco3. Sensor data
packet is transmitted in the order ofEco1,Eco2, andEco3.
Like Fig. 6, the first channel on the top shows the inter-
rupt signals from the RF transceiver. The valleys areRx-
ready interrupts. The interrupt is raised in hardware when
a packet arrives and is set off in software after copying the
payload to the MCU. Channels 2, 3, and 4 are signals from
the three Eco nodes. The length of the pulse plateau is 1340
�s. Each Eco sends sensor data packet every 1.5 ms. The
base station receives a packet every 0.5 ms. The data sam-
pling frequency is 666.7 Hz. The peak data throughput for
27-byte payload is 432 Kbps, and the channel utilization is
52.8%.

4.2.3 Burst Transmission

The last case is data transmission in burst mode. Fig. 8
shows data transmission fromEco1 to the base station in
burst mode. The base station sends xmit(1, 100, 0, 0) to
Eco1 and thenEco1 transmits 100 data packets continu-

Figure 8. An oscilloscope screen-shot for
burst packet transmission from an Eco node
to the base station

ously. As described earlier, it takes 1340�s to read the ac-
celerations and transmit them. The decoding process takes
another 20�s. If the decoding process is counted, each sen-
sor data packet can be transmitted every 1.36 ms. The peak
data throughput for 27-byte payload is 159 Kbps, and the
channel utilization is 19.4%.

In the above three cases, data transmission in periodic
mode shows the best performance on the data throughput
and the channel utilization. The first case shows the worst
performance.

5 Application

We apply our pulling style MAC protocol to a wear-
able electrocardiograph (ECG) monitoring system. The in-
novative ECG bio-sensing devices from the Quasar com-
pany [12] shown in Fig. 9 are used as a testbed to eval-
uate our MAC protocol. The experimental prototype can
make 10 ECG bio-sensing devices working simultaneously
on the same wireless frequency channel and each of them
can archive sampling rate at 200Hz.

6 Conclusions

We have proposed a low-complexity and high-
throughput pulling-based MAC protocol for wireless body
area networks. Unlike other traditional protocols, the base
station as a fat client requests data from nodes as thin
servers. The nodes passively reply to the request. There are
several advantages of pulling. By base station’s RF channel
control, collision-free communication is guaranteed, which
results in high channel utilization (52.8%) and high data
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Figure 9. Quasar ECG Sensors

throughput (432Kbps). Sensor data is time-stamped without
global time synchronization. When sensor nodes receive a
request from the base station, they measure time difference
between the request arrival time and the data sampling time,
and send the data with the difference to the base station. The
base station restores the sampling time from the difference.
These prevent sensor nodes from wasting their memory and
power to run a complicated MAC protocol and the time syn-
chronization. The pulling enables wireless body area sensor
applications to adapt to the environment dynamically after
the deployment.
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