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Abstract

Densely distributed wireless real-time system must per-
form communication scheduling and protocols in addition
to task scheduling to achieve schedulability and reliable
communication. While many wireless sensor networks are
densely distributed, they assume low duty cycling and trivial
data packet rates, and they cannot handle many real-world
applications.

To highlight these design issues, this paper presents a
case study with EcoDAQ, a wireless data acquisition sys-
tem with 50 sensor nodes streaming real-time data over the
same frequency channel. To achieve reliable communica-
tion, we define a pulling protocol that minimizes node com-
plexity while guaranteeing collision freedom on a given fre-
quency channel. Our case study illustrates the impact of
communication requirements on the rest of the systems in-
cluding bus and processing speeds. Experimental results
show that our monitoring station can sustain gathering ac-
celerometer data from up to 50 nodes in one square meter
area at up to 15,000 samples per second with minimal la-
tency and show very high expandability, flexibility and reli-
ability.

1. Introduction

One of the most important trends in real-time and em-
bedded systems is the combination of miniaturization and
wireless connectivity. However, many researchers have fo-
cused on applications that require only occasional, very
low-bandwidth communication. This assumption is nec-
essary in order to support the relatively high overhead in-
curred by the network protocol, the medium access control
(MAC) protocol, and limited battery life. Unfortunately,
many real-world applications do not match some of these
assumptions. The data streams might require much higher
bandwidth, on the order of hundreds of samples per second

per node, and low latency, on the order of hundreds of mil-
liseconds. For instance, in biomedical applications, an elec-
troencephalogram (EEG) or an electrocardiogram (ECG)
system can easily require five to ten nodes for each patient,
and each node typically requires over 200 samples per sec-
ond [8, 7]. It is not uncommon for other vital sign monitors
also to be attached to a patient, and several patients may
share the same room. The density of deployment may be as
high as 50 to 100 nodes in a small area.

A critical issue in such real-time systems is the wireless
communication protocol. All nodes must utilize the avail-
able bandwidth effectively. Existing solutions are often di-
vided into CSMA and TDMA styles. CSMA, as assumed by
the popular IEEE 802.15.4, is efficient when the utilization
is low, but the probability of collision increases rapidly as
utilization increases [20, 13]. TDMA, popular with wired
real-time communication, has been adopted by WSNs but
primarily to save power by reducing idle-listening time of
low duty-cycle communication. Unfortunately, TDMA in-
curs time synchronization cost, and lost packets still must be
handled separately. Hybrid schemes attempt to combine the
best features of both approaches, though they have mostly
been limited to simulations or controlled environments with
little or no loss packets.

To highlight design issues in these densely distributed,
wireless-enabled real-time systems with non-trivial data
rates, we propose EcoDAQ. Our protocol has the property
of intra-network collision freedom, low complexity, and re-
quiring very small code and RAM sizes. Furthermore, the
low resource demand of our protocol makes it possible to
build ultra-compact, ultra-wearable, ultra-low-power sys-
tems that can be deployed very densely.

The majority of WSN works choose the “push” style of
communication, where data is actively transmitted by the
sensor nodes back to the host, whether TDMA or CSMA
is used. The alternative style as advocated by this paper is
the “pulling” style, or the thin-server, fat-client organiza-
tion, where the nodes are passive and the host actively pulls
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data from them. By moving most of the complexity from
the node to the host, it also enables interactive debugging
over a wireless link [19]. The nodes only need to be im-
plemented the necessary mechanisms, while the host can
implement a variety of coordination policies. An example
of pulling style communication over TDMA was developed
for a dance ensemble application [6]. However, it also in-
herited the complexity of slot scheduling and time synchro-
nization of TDMA style protocols.

One popular standard, Bluetooth, has higher specified
bandwidth, but its high complexity, relatively high power
consumption, and low scalability make it difficult to adapt
for sensor networks [17, 1, 7]. DESYNC [9] targets high
data rate applications with a self-organizing slotting pro-
tocol. They build a cooperative slot adjustment scheme
on the top of a CSMA style MAC, where each node reg-
ularly adjusts its own slot time towards the most evenly
distributed slot time based on the firing times of its phase
neighbors. It is of low complexity and can achieve high
utilization of bandwidth. Unfortunately, this protocol does
not address the hidden terminals problem, and it becomes
unstable when the packet loss rate is high. Directed Dif-
fusion [10] is a request/reply model, but it works at the
routing layer. Our approach solves issues above and has
the property of collision freedom, very low complexity and
high scalability without complicated time synchronization.

2. System Description

This section describes the hardware, software, and the
wireless network of EcoDAQ in more details.

2.1 Hardware and Software

Sensor Node: We use Eco [14, 3], an ultra-compact, self-
contained sensor node shown in Figure 1(a). It is
only 1 cm3 in volume including the MCU, RF, an-
tenna, and sensor devices. We program Eco firmware
to run on “bare metal,” i.e., without an operating sys-
tem or other runtime support. The code size for basic
routines to drive the sensor node is around 1KB. Al-
though TinyOS [16] is commonly used by other sensor
platforms, the fundamental code space for TinyOS is
around 3.5KB, which is too large for Eco.

Base Station: We built a Fast Ethernet base station by con-
necting a Freescale DEMO9SNE64 evaluation board
[4] to a transceiver module. The evaluation board is
based on the Freescale 16-bit MC9S12NE64 MCU.
The TCP/IP stack is provided by the Metrowerks
CodeWarrior [2].

Radio: EcoDAQ’s base station uses the Nordic nRF24L01
transceiver. It is compatible with the Nordic nRF24E1

(a) (b)

Figure 1. EcoDAQ System Components. (a)
Eco on an index finger (b) Freescale base sta-
tion

(a) (b)

(c)

Figure 2. Experimental System (a)(b) 50 ac-
tive Ecos on a poster board (c) Screenshot of
real-time activities of 50 sensors

integrated transceiver and MCU on Eco at 1Mbps
speed mode. Its MAC includes hardware for CRC cal-
culation and checking.

Host: A personal computer equipped with Windows XP
and a 20-inch LCD monitor acts as the monitor station.
The host computer controls wireless sensor nodes by a
graphical user interface that displays the real-time data
of all 50 sensor nodes. All Programs are written in
Python [5] with the Tkinter tool kit.

2.2. Wireless Network

Fig. 2 shows the EcoDAQ wireless network. It consists
of 50 Eco nodes in a star topology. Each node transmits a
stream of data over the same frequency channel wirelessly
to the base station connected to the host computer over Fast
Ethernet. To run EcoDAQ, we first assign a unique software
address to each node from 0 to 49. Next, we turn on the base
station and the sensor nodes, and the host starts collecting
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Figure 3. Steps of the EcoDAQ Protocol.

data from all 50 Eco nodes. The next section describes the
communication protocol.

3. Communication Protocol

Our protocol follows pulling style. A light-weight script-
ing server inside each sensor node parses commands sent by
the host. This may appear to generate extra pulling traffic,
but it can be structured in a very efficient way while at the
same time minimizing complexity on the sensor node. Fig-
ure 3 shows the steps of the communication protocol. The
following paragraphs explains these steps.

1. The host issues a command packet when it wants data
from a sensor node. The ID field in the command
packet is X.

2. The base station parsers the command packet sent by
the host and then broadcasts the command packet to all
sensor nodes.

3. The sensor node whose ID field is equal to X will re-
spond to the packet by transmitting sensing data back
to the base station.

4. The base station will forward the response packet it
receives from the wireless interface to the host.

If the host does not receive a reply from a sensor node,
then it simply pulls again after a predefined timeout pe-
riod, whether the previous pull or the reply message was
lost. Note that the sensor nodes need not perform time
synchronization or any wireless bus arbitration, since the
host is assumed to have plenty of resources and processing
power to perform communication scheduling, and the nodes
are assumed to react within a known time bound. With a
collision-free protocol, the system can save some energy for
retransmission. The pulling overhead, which effectively in-
cludes acknowledgment, can be further amortized several

MCUMCUSensorSensor HostHost

Wireless:  1Mbps
Wired:  100Mbps

528us1~2ms   17 us

AntAnt

Bus:1Mbps

b usa us 1ms c us

Figure 4. EcoDAQ Performance Estimation.

ways. First is to have a single pulling message over a whole
group of sensor nodes, each of which would reply with a
different time offset. Second is to reply more data on each
pull, though at the expense of longer latency. In either case,
section 4.4 shows that the footprint for MAC and retrans-
mission protocol in RAM and ROM can be truly minimized.

4. Analysis and Experimental Results

Our metrics include wireless data throughput and the
code size. What the user is ultimately concerned with is
the end-to-end throughput, but for us to identify the bot-
tleneck, we also analyze the performance in each stage of
the system, as shown in Fig. 4. This section first presents
throughput results by varying (1) the bus on the base sta-
tion and (2) the number of reply packets per pull. Then, we
present the code size for the runtime support.

4.1. Base Station Performance

The base station is potentially the bottleneck, as it
bridges between 50 sensor nodes on a wireless channel and
the host via the Fast Ethernet interface. This subsection an-
alyzes the effect of base station performance on the overall
system. We measure and analyze the timing for the simplest
protocol that entails a single pull by the host and a single re-
ply from the node.

4.1.1 Fast Ethernet

The size of data payload at application layer is 27 bytes.
Taking into account all the headers for a Fast Ethernet
packet, the total packet length will be 105 bytes. So the
total time spent on the Fast Ethernet cable is around 17 µs,
without any MAC processing time.

4.1.2 Radio Interface

The transceiver is connected to the base station via a bus and
controlled by commands sent by the base station. The size
of data payload is 27 bytes and all the commands needed to
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Figure 5. Bus Implementation vs. Perfor-
mance.

control the transceiver are around 30 bytes. We consider the
waiting time between commands and assume the bus speed
is 1Mhz, then the estimated time spent on the radio interface
is around 1ms.

The radio interface can be implemented with either gen-
eral purpose I/O (GPIO) in software or SPI in hardware. As
shown in Fig. 5, the end-to-end data rate improvement is
2.5× faster while setting the SPI clock speed at 1.25Mhz.

Furthermore, the clock speed of the SPI bus on the
base station’s MCU can be configured to be the 25MHz
core speed divided by 2, 4, 10, or 20, which translate into
12.5MHz, 6.25MHz, 2.5MHz, and 1.25MHz respectively.
The SPI bus clock speed will affect the system performance.
Fig. 5 shows the end-to-end throughput over these differ-
ent SPI speeds. Note that doubling the SPI speed from
1.25MHz to 2.5MHz results in a 24% increase in through-
put; 5× SPI speed to 6.25MHz results in 40% through-
put increase. At the maximum SPI speed of 12.5MHz, the
throughput is 49% over the baseline. This shows dimin-
ishing increase of throughput for SPI speed over 6.25MHz,
and we can infer that there exists a different bottleneck else-
where in the system.

4.1.3 Timing Breakdown

We use the following symbols for denoting the various esti-
mated processing times:

symbol (µs) component
a wireless transceiver
b MCU on base station
c host

The total packet length for the wireless interface is 33
bytes. It takes 264 µs to finish one-way wireless transmis-
sion, and thus the total time spent on wireless transmission

500
Latency ms

375
250
125

0

Figure 6. Performance Improvement via Mul-
tiple Replies. Circles: Aggregated payload
bandwidth by multiple replies; Triangles: Re-
sponse time for multiples replies.

is 528 µs. In our experiment, it takes 1 to 2 ms for a sensor
node to process data. So, the total waiting time for a host to
receive a data packet after sending a command to a sensor
node is between (2545+a+b+c) µs and (3545+a+b+c)
µs. It is difficult to predict the processing times for the wire-
less transceiver, the MCU on the base station, and the host.
Without consider those processing times, the minimal wait-
ing time for one data packet is between 2545 µs and 3545 µs.
The useful sensing data is only 25 bytes out of 27 bytes data
payload. Assuming the scenario of one reply packet per pull
command per node, the upper bound on the throughput of
the data payload is between 9823 bytes/s and 7052 bytes/s.
The throughput can be improved by having the node send
multiple reply packets in response to each pull.

4.2. Multiple Replies

One downside with pulling style protocols is the over-
head of the pulling message, which may be amortized by in-
creasing the number of reply messages in response to each
pull. However, this number is limited by several factors:
the latency constraint, each node’s buffer size in relation
to the throughput, and the expected packet loss rate. Fig.
6 shows the 50-node aggregated payload bandwidth han-
dled by one host in a highly controlled environment with
no packet loss in the air. As the throughput increases over
the number of reply packets, Fig. 6 shows that the packet
round trip time increases linearly. The system archives 15.8
Kbytes/s throughput for 20 reply packets per pull, but at the
same time it would take around 1.7 seconds to pull 20 sens-
ing packets of 25 bytes of payload each from all of 50 sensor
nodes. This latency may be too long for certain applications
such as EEG, ECG, or interactive dance.

4.3. Performance Comparison

We measure the actual timing of each step in EcoDAQ
using an oscilloscope. Fig. 7 shows the measured timing
chart for EcoDAQ’s round-trip communication. We use this
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Figure 7. Measured timing of EcoDAQ’s round-trip communication

timing chart to estimate the maximum system performance
with ideal TDMA MAC. We also use nctuns [18] to simu-
late CSMA style MAC for comparison.

For the performance estimation of TDMA style system,
we assume each TDMA frame has 101 fixed slot times. One
slot time for global time synchronization, 50 slot times for
50 sensor nodes to transmit sensing data, and 50 slot times
for the base station to send back an acknowledgment. To-
tally it takes around 2 ms for an Eco node to execute rou-
tines for sensing and sending data packet. So, we assume
each TDMA slot time is 2 ms, and all 50 sensor nodes will
use their own time slots to send data.

In CSMA scenario, we assume all 50 sensor nodes send-
ing data with their best efforts as assumed by DESYNC
[9], and we measure the data payload throughput on the
host. Both TDMA and CSMA systems will use ACK for
reliable wireless transmission, where the receiver acknowl-
edges every packet. All sensor nodes transmit 27 bytes
of data payload per packet at 1 Mbps wireless speed, and
all of them can hear each other. As shown in Table 1, the
CSMA style system has the worst performance under high
data rate scenario due to wireless contention and collision.
EcoDAQ’s performance is 14% below the system with ideal
TDMA MAC, which is also collision-free. However, the
main drawback of TDMA is the dynamic joining and leav-
ing of sensor nodes and the assignment of multiple time
slots to one sensor node. EcoDAQ’s protocol does not incur
this overhead and thus the complexity on the sensor nodes
can be kept very low.

4.4. Footprint Comparison

A main advantage with EcoDAQ is that it moves bus ar-
bitration and retransmission routines from the sensor nodes
to the base station and the host. This mechanism enables
the sensor nodes to be kept minimally simple with only the
essential mechanisms. The firmware footprint in the EEP-
ROM is also minimized.

Table 2 compares the size requirements for firmware be-
tween EcoDAQ, TDMA and CSMA style MAC. The binary

Table 1. EcoDAQ vs. TDMA and CSMA .
Scheme EcoDAQ TDMA CSMA
Data Payload Throughput
(Bytes/s)

5837 6682 3707

Packet Collision & Drop-
ping

No No Yes

Dynamic Nodes Joining &
Leaving

Easy Limited Easy

Dynamic Multiple Slot
Assignment

Yes,
through-
put goes up
to 15.8 KB/s

None Yes

Table 2. Firmware sizes for EcoDAQ, TDMA,
and CSMA style MAC.

Scheme Code Size
EcoDAQ with MAC Only 14 Bytes
Regular EcoDAQ 759 Bytes
Eco Basic Routines 1096 Bytes
CSMA Style B-MAC 3KB ∼ 4.5KB [15]
TDMA Style MAC 17.5 KB ∼ 21.3KB [11]

size of the basic routines for an Eco is 1096 bytes. We im-
plement a parser to enable execution of different types of
commands from the host, e.g., to send back the values of
certain parameters for debugging, to change wireless chan-
nel frequency on the fly, or to put an Eco in sleeping mode
for a certain amount of time. The command dispatcher is
written in C and occupies 759 bytes on top of the basic
routines, for a total of 1885 bytes. If a user just wants
the simplest MAC layer functionality, the code is only 14
bytes on top of the basic routines, and the total code size
is down to 1100 bytes. Although the ideal TDMA protocol
has 14% higher throughput, it would occupy 17–21KB of
code, which unfortunately is an order of magnitude larger
than our code and is five times the size of Eco’s total EEP-
ROM capacity [11].
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5. Conclusion and Future Work

We describe a case study with EcoDAQ, a wireless sen-
sor network with high expansibility and flexibility. With
fifty sensor nodes deployed within a 1m2 area, the system
can sustain the data payload bandwidth as high as 15.8 KB/s
fully acknowledged without intra-network wireless colli-
sion. This translates into around 15,800 samples per sec-
ond with either uncompressed single-byte samples or with
simple compression. The EEPROM footprint of the MAC
protocol is light weight and can be as small as 14 bytes only.
Post-deployment changes can be done on the host side with-
out complicated protocols for joining or leaving.

For future work, we plan to continue identifying and
eliminating the remaining bottlenecks on the nodes and base
station to achieve higher aggregate or single-stream band-
width. One major enhancement is the use of multiple base
stations to handle much larger scale networks after we satu-
rate the bandwidth on one channel. Going to multiple base
stations would require development of hand-off protocols
and use of multiple frequencies. This time, the Fast Ether-
net uplink may become the bottleneck, thereby necessitat-
ing integration of multiple hosts. Additional features such
as hardware ACK and buffering are likely to enable new
protocols to be designed. On the host side, display of real-
time sensing data is also being scaled up to not only a single
computer and a single screen but actually to giant tiled dis-
play systems driven by a cluster of workstations [12].
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